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ABSTRACT

In applications, such as sensor networks and power usage
monitoring, data are in the form of streams, each of which
is an infinite sequence of data points with explicit or
implicit timestamps and has special characteristics, such as
transiency, uncertainty, dynamic data distribution, multi-
dimensionality, and dynamic relationship.  These
characteristics introduce new research issues that make
outlier detection for stream data more challenging than that
for regular (non-stream) data. This paper discusses those
research issues for applications where data come from a
single stream as well as multiple streams.

1. INTRODUCTION

In this era of information, the data assimilation process has
changed significantly. Data generated by applications like
sensor network, web-click monitoring, network traffic
monitoring, etc. are in the form of data streams. A data
stream is a continuous, unbounded sequence of data records
accompanied and ordered by implicit or explicit
timestamps. Their arrival rate is usually high and their
distributions often change over time. Data streams started
gaining popularity in early 2000s [1], [2]; since then
numerous efforts have been put forward to study them from
different perspectives, such as system design [3], [4], query
processing [5], [6], [7], [8], resource management [9],
optimization [10], [11], scalability [12], storage
management [13], data mining [14], [15], [16], etc.
However, not much rescarch has been conducted to
investigate the outlier detection perspective, which is an
important part of the data acquisition process. In this paper,
we aim to fill in this gap by identifying research issues that
need to be addressed when designing techniques to detect
outliers in data streams.

An outlier is a data point which is significantly different
from other data points, or does not conform to the expected
normal behavior, or conforms well to a defined abnormal
behavior [17], [18]. In this definition, the phrases
“significantly different,” “does not conform to the expected
normal behavior,” and “conforms well to a defined
abnormal behavior” are very subjective and deserve
scrutiny; therefore the definition of outlier bears some
vagueness. However, outliers are often mentioned as
anomalous data points — the ones that do not conform to the
expected normal behavior. The data points that are not
outliers are often called inliers. Outliers in different
domains are different in nature from one another. An
outlier in a credit card transaction is not the same as an
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outlier in meteorological data. Hence, different applications
have their own definitions and interpretations of outliers.

Outliers may appear in a dataset for numerous reasons, like
malicious activity, instrumental error, setup error, changes
of environment, human error, catastrophe, etc. Regardless
of the reason, outliers may be interesting and/or important
to the user because of their diverse nature compared to
normal data points. Some people define outliers as
problems, some people define them as interesting items, but
in any case, they are unavoidable [17], [19]. Outliers can be
classified into three major categories [17], [18] as follows:

Type I Outliers- An isolated individual data point in a
dataset is termed as a Type I outlier. By definition they are
the simplest type and it is very easy to identify them.
Intuitively they are far from other data points in the dataset
in terms of attribute values.

Type Il Outliers- A data point that is isolated with respect
to other data points in the context is called a type II outlier.
The context refers to the semantic relationship among the
data points. Typically, data in this type of dataset have
other contextual attributes (e.g., time, location, etc.). An
outlier is a data point that is far from other data points in
the same context (i.e. having the same time or the same
location) in terms of value. This is a little bit different from
a Type I outlier; a Type I outlier is a data point isolated
from all the other data points in the dataset. A temperature
of 200 °F for any day is most likely an outlier with respect
to the entire dataset of temperature (Type I outlier);
however a temperature of 100°F is not an outlier with
respect to the entire dataset, but is most likely an outlier if
we consider the temperature of winter only (Type II
outlier). A Type II outlier was first investigated in time
series data in the late seventies. Barnett & Lewis [19]
defined Type II outliers as the Additive Outliers for time
series data. The good thing about additive outliers is that
they do not influence the other data points in context; hence
it is easy to identify them.

Type III Outliers- A particular group of data points that
appear as outliers with respect to the entire dataset is
termed type IIT outliers. No data point in a small subset is
an outlier with respect to the other points in the subset, but
as a group, they are outliers. For contextual data like time
series, the entire dataset forms a sequence; hence a
particular subsequence is an outlier with respect to the
entire sequence. Barnett & Lewis (1994) called them
Innovations Outliers for time series data. The bad thing
about innovations outliers is that they influence other data
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points of the same context and try to hide themselves;
therefore it is difficult to identify innovations outliers.

A data stream has one temporal context with each data
point; so it might have a type II or type III outlier but never
a type I outlier. This is because data streams are considered
as infinite series and their processing has to be online;
therefore at any particular moment, only a subset of the
entire dataset is present; so a data point cannot be an outlier
with respect to the entire dataset.

Outlier detection refers to the problem of identifying the
outliers in a dataset. Since the definition of outliers is vague
and application-dependent, a formal method for outlier
detection is less developed. By definition, an outlier
detection technique takes a dataset as input and outputs
outliers. Despite of the vagueness of outlier definition,
several approaches are popular for outlier detection based
on the state of the input data. The first approach is called
the supervised approach where the outlier detection
technique assumes the availability of labeled data [20]. A
supervised technique collects knowledge from labeled data
and applies the collected knowledge to unlabeled data for
outlier detection. The second approach is called the semi-
supervised approach which requires only inliers or outliers
to be labeled. Both of these approaches are less popular due
to the lack of labeled datasets. The third approach is called
the unsupervised approach. An unsupervised technique
does not require any type of labeling; hence it is very
popular for outlier detection. However, unsupervised
techniques often suffer from higher false alarms [17].

Outlier detection for data streams is a new area of research
compared to the long history of outlier detection in
statistical data [19]. Outlier detection for data streams is
fundamentally different from that for regular data. In case
of regular data, any technique can learn the pattern from the
dataset and then compares every data point to the pattern to
detect outliers (the store-and-process paradigm). However
the store-and-process paradigm is not applicable for data
streams because the entire dataset is never available due to
their unbounded nature; therefore learning any trend
without store-and-process is challenging and requires new
research. In addition, due to the characteristics specific to
data streams, such as high arrival rate, real time, change of
data distribution (or concept drift), outlier detection for this
type of data has a different set of research issues as
opposed to that for regular data, which we discuss in
Section 2.

To address the growing need of outlier detection for data
streams, some techniques have been proposed that can be
grouped into few categories. The first category includes a
set of techniques that use a sliding window to capture a
recent subset of the data points and apply a traditional
outlier detection technique over the sliding window [21],
[22], [23], [24], [25]. The second category includes auto-
regression based techniques where a data point is identified
as an outlier if it is far from the auto-regression based
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prediction of the data point [26], [27], [28]. The cluster
based approach comprises the third category where a data
point is identified as an outlier if it cannot be clustered into
any existing cluster [29], [30], [31]. The fourth category
consists of data mining and statistics based techniques
where a data density function is used to approximate the
distribution of the data points, and a data point is identified
as an outlier if it belongs to a low density region [19], [32],
[33], [34]. Some techniques exist that do not belong to any
of the aforementioned categories [23], [35], [36], [37].
However, little research has been done to formally identify
all the research issues that need to be addressed when
designing an outlier detection technique for data streams.
This paper aims to fill this gap.

The rest of the paper is organized as follows. Section 2
presents the research issues of outlier detection for single
data streams; Section 3 discusses additional research issues
that arise when detecting outliers for multiple data streams;
and Section 4 concludes the paper.

2. SINGLE DATA STREAMS

2.1 Definition

A Data Stream W is an infinite set of data points, ¥ = {D;|0 < t}
where a data point D, is a set of attribute values with an explicit or
implicit timestamp. Formally a data point is D, = (V, ;) where V
is a p-tuple, each value of which corresponds to one attribute, and
T, is the timestamp for the t-th data point. A data point D, is an
outlier if it is considerably different from other data points
{Dili#t}.

Further processing

Data
source
— [] e () ome

Fig. 1. A Single data stream application with outlier detection

Outlier Detection

Examples of applications of single data stream include
power usage monitoring, meteorological attribute
monitoring, stock market monitoring. Fig. 1 shows a single
data stream application where a sequence of data points is
produced from a single source (double circle in Fig. 1) and
the outlier detection component receives one data point at a
time and marks the data points as outliers if they are
deviated from other data points or inliers otherwise. Those
outliers/inliers are continued for further processing.

2.2 Research Issues

Data streams characteristics introduce new issues for
outlier detection techniques. In this section, we discuss
these issues with respect to those characteristics.

2.2.1 Transient

Data points are transient in a data stream [38], [10]. A
particular data point is important for a specific amount of
time, after which it is discarded or archived [38], [5], [39],
[40]. Therefore it is important to keep the data point
moving [41]; otherwise it may lose its importance.
However popular outlier detection techniques rely on the
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store-and-process paradigm [42], [43], [44], where the
entire dataset is stored in the first phase to construct an
outlier detection model, and each data point is compared to
the model or other data points in the second phase to detect
outliers among them. These approaches hold the data points
for a long period of time and do not detect outliers as they
arrive; so for streaming data, these two phase algorithms
are inappropriate. A new outlier detection scheme has to be
developed that processes data points online.

Research Issue 1- An outlier detection technique cannot
hold the entire dataset indefinitely and compare each data
point D, to the other data points to detect the outlier-ness of
D;; rather the outlier-ness of D, should be decided
immediately once D, arrives.

2.2.2 Notion of Time

Unlike regular data, stream data include a notion of time.
Each data point has a timestamp associated with it. The
association can be explicit (where time is a data attribute)
or implicit (when the exact time is not important, but the
order of data items is important) [38]. The timestamp gives
the temporal context for each data point; thus each data
point needs to be processed based on its own temporal
context. Outlier detection is no exception; by definition, a
data point is an outlier if it has a significantly different
value compared to other data points; but if we take
temporal context into consideration, a data point must be
compared to the other data points with the same temporal
context (Type II outlier). Typical outlier detection
techniques do not consider the temporal context of the data
points [44], [42], rather they compare a data point to the
entire dataset; this approach is inherently flawed for data
streams since the outlier-ness of a data point can only be
detected by comparing it with the data points seen so far. A
temperature of 100°F may not look like an outlier if we
consider the temperature of an entire year, but it would
certainly look like an outlier if we consider the temperature
of winter days only. In order to detect outliers
meaningfully, an appropriate temporal context has to be
selected first (if not given by the user) and then, every data
point has to be processed based on its temporal context.
Moreover an out-of-order data point should be processed
based on its temporal context [41] as well.

Research Issue 2- A data point has to be compared with
the other data points with same temporal context (occurred
within the time period which is semantically related to the
timestamp of the data point).

2.2.3 Notion of Infinity

Data streams are seen as infinite sequences of data points as
they keep coming from a data source indefinitely. The most
significant implication of the notion of infinity is that at any
particular time, the entire dataset is not available, i.e., a
random access to the entire dataset is not possible for
outlier detection [38]. Many outlier detection techniques
store the entire dataset first and find the outliers later [19].
An outlier detection technique for data streams cannot store
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all the data points seen so far because the number of data
points is infinite; rather it should store only the summary of
the data points seen so far using finite memory/resource
and detect outliers based on the summary. For example, for
outlier detection techniques that determine whether a data
point D; is an outlier based on D,’s neighbor data points, in
order to compute the neighbors, a data density function
should be used instead of relying on the availability of the
entire dataset and using the pairwise distances of all the
data points in the dataset. On top of this, the data density
function has to be computed incrementally. Thus an outlier
detection model has to be incremental and cannot assume
the availability of the entire dataset.

Research Issue 3- In order to detect the outlier-ness of a
data point Dy, D, should be compared with the summary of
the other data points, instead of directly comparing D, to
the other data points. In addition, the summary should be
computed incrementally.

2.24 Arrival Rate

Data points are continuously coming from a data source.
The arrival rate might be fixed or variable but every
application must finish processing before the next data
point arrives [43], i.e., if the outlier detection is a binary
classification task, then the classification has to be done
before the next data point comes. If the outlier detection
technique fails to process a data point before the next one
arrives, the result is flooding. Typical outlier detection
techniques compare each data point to all other data points
and detect outliers. If the dataset size is too large, these
approaches would require a vast amount of time and may
not be able to keep up with the arrival rate. A reasonable
accuracy can be achieved if the data point is compared to a
much smaller subset and the size of the subset should be
decided based on the available processing time. A similar
idea is also applicable to outlier detection model
construction [36]. Hence the outlier detection time is
bounded by the arrival rate of data streams.

Research |ssue 4- The set of data points or the summary of
the data points, to which the current data point is
compared to detect outlier-ness, should be adjusted based
on the available processing time.

In some data stream applications like sensor networks, the
data arrival rate is not fixed [36], but varies over time. In
this kind of applications, the available processing time
between every two consecutive data points is not the same.
If a long period of time is available, the accuracy of outlier
detection could be excelled utilizing the time before the
next data point arrives; if a short period of time is available,
the data point needs to be processed before the next data
point arrives which may compromise outlier detection
accuracy [36]. Hence the processing has to be adaptive.

Research Issue 5- In case of dynamic arrival rate, the set
of data points or summary of the data points, to which the
current data point is compared to detect outlier-ness,
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should be adjusted dynamically based on the available
processing time.

2.2.5 Concept Drift

The data distribution in a data stream changes over time
[14]. This might happen because of changes in
environments, changes of trends, etc. This phenomenon is
known as concept-drift [14]. Many outlier detection
techniques use data distribution to identify abnormal
behavior [19]. Since data distribution for data streams
changes over time, outliers detected for one data
distribution might not be the same for another data
distribution. For example, the distribution of traffic in a
traffic monitoring system during the mornings may be
entirely different from the distribution during the evenings;
therefore, any assumption about data distribution may lead
to incorrect results. Many statistical and machine learning
based techniques assume fixed data distribution for outlier
detection [19], [33], [34]; they use a training data set to
construct the outlier detection model and later detect
outliers based on the model. The problem with this
approach is that the training data set represents a fixed data
distribution which may produce meaningful results for
some time, but if a concept drift occurs, the same training
data set (or the same outlier detection model) may no
longer produce meaningful results.

Research Issue 6- An outlier detection technique for data
streams should not assume any kind of fixed data
distribution.

2.2.6 Uncertainty

Data points in a data stream are further characterized by
their uncertainty. Data sources such as sensors in a sensor
network are exposed to an open environment. They are
vulnerable to external events. The unreliability of the data
points in a streaming environment is one of the key
challenges for working with data streams [44]. Here the
general term uncertain is used to describe any element that
cannot be relied upon with complete confidence; however it
has many facets like Uncertainty (the fact is uncertain, i.e.,
the attribute value cannot be measured with sufficient
confidence), Imprecision (the information is not as specific
as it should be), Vagueness (including elements that are
inherently vague), Inconsistency (more than one mutually
exclusive assertion), and Ambiguity (lack of complete
semantics) [45]. On the contrary, existing outlier detection
techniques assume data points’ values to be correct;
therefore, the dissimilarity between two data points can be
easily measured by distance (Euclidian or Manhattan) or
cosine similarity. However, distance or cosine similarity
fails to measure the similarity/dissimilarity between two
data points if they are uncertain; and thus outlier detection
schemes that use such measure of similarity would
inherently fail to detect outlier for data streams [41], [44].

Research Issue 7- An outlier detection technique for data
streams should use the similarity metrics that can measure
the similarity between two uncertain data points.
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Moreover the uncertainty may arise because some data
points could be entirely missing or out-of-date in a data
stream which is referred to as imperfection by Stonebraker
et al. [41]. Data points may arrive late or even entirely fail
to arrive in a data streaming environment. An outlier
detection technique must process the existing data
regardless of the fate of the failed data points. Consider an
example where a senor produces one data point every hour
and an outlier detection technique that requires previous
three hours of data to decide the outlier-ness of the current
data point. Now if the previous two hours of data failed to
arrive before the current data point, the fate of the current
data point must be decided based on whatever data to
which the technique has access (i.e. the current data point
and the data point that arrived three hours ago since other
two data points in the middle are missing). The problem
can be worse if a data point arrives out-of-date. In that case
the out-of-date data point must be processed based on its
own temporal context. To the best of our knowledge, no
existing outlier detection technique processes out-of-date
data based on their temporal context. Comparing a data
point with other data points having different temporal
contexts to identify outliers would produce erroneous
results. For example, if the two missing data points arrive
some time later, the outlier detection technique needs to
process them based on the three hours of data points that
are supposed to arrive before them.

Research |ssue 8- The outlier-ness of an out-of-order data
point should be decided by comparing it with the data
points that have the same temporal context as that of the
out-of-order data point.

2.2.7 Multi-dimensionality

Although multi-dimensionality is not a data stream specific
issue, it is worth discussing because of its impacts on
outlier detection. Measuring the similarity of a data point to
other data points in the dataset is a crucial part of outlier
detection because an unusual data point must have very few
data points that are similar to it in the dataset. Many outlier
detection techniques use Euclidian or Manhattan distance
to measure the similarity between data points [21], [35]; but
Euclidian distance becomes qualitatively meaningless to
represent such similarity and causes instability of nearest
neighbor for a high number of dimensions [46], [47]. This
is because the distance between two similar data points and
the distance between two non-similar data points are
approximately equal for a high number of dimensions,
which in turn makes distance based outlier detection
algorithms less effective. Furthermore, many algorithms
use data density function, but the multi-dimensional data
density space grows exponentially with the number of
dimensions; hence data density function cannot be
computed easily [48]. Arguably, outlier detection in a
multi-dimensional data stream can be seen as outlier
detection in a set of single dimensional data streams; but
this approach is fundamentally flawed because it handles
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all dimensions independently and fails to address the
correlation among dimensions.

Research Issue 9- An outlier detection technique for data
streams should use the similarity metric that can measure
the similarity among the data points with a large number of
dimensions.

A successful outlier detection technique for single data
streams should address the aforementioned research issues.
In the next section, we investigate additional research
issues that are specifically related to multiple data streams.

3. MULTIPLE DATA STREAMS
3.1 Definition

Multiple data streams consist of a set of data streams where
each stream produces an infinite sequence of data points,
each of which is accompanied with an explicit or implicit
time stamp. Outlier detection for a single data stream
compares a data point with respect to the history data points
in order to detect whether the data point is an outlier. In
case of multiple data streams, a data point can be detected
as an outlier either by comparing it to the history data
points from the same stream or comparing it to the data
points from the other streams. The opportunity of having
multiple data streams to compare facilitates better accuracy
and richer semantics across the data streams.

Data .
1 Further processin;
CHE | | [ s

Data
source

Data .
Further processing

source

Dm,,o,m s outer

Fig 2. Multiple data streams application with outlier
detection

@ﬁ Further processing

Oullier Detection

There are many applications that involve multiple data
streams. One of such applications is network traffic
monitoring where network traffic is monitored to keep
track of network usage, detect potential threats, etc. Traffic
status at different network devices is continuously
monitored; and a data stream is produced from each device
that gives birth to a multiple data streams application [49].
Consider a network of two routers, four switches, one
server and a couple of hosts. A network traffic monitoring
application monitors the entire network and collects
different attributes from different network devices, such as
number of service requests, average service time, average
throughput, etc. from the server, number of incoming
packets, number of outgoing packets, etc. from switches,
number of successful logins, number of failure logins,
number of root accesses, etc. from hosts, and numbers of
routing packets and failed packets, type of requests, etc.
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from routers. Each network device reports one data point
encapsulating all necessary attributes and sends it to the
monitoring application, which then collects data points
from all devices and analyzes the data points for further
knowledge. Other multiple data stream applications include
large-scale scientific observation, web log analysis, and
security surveillance system. A good discussion about these
applications can be found in [50].

Figure 2 shows a multiple data stream application that
includes outlier detection. Each heterogeneous data source
produces a sequence of data points. The outlier detection
component receives all data points from different sources
and marks a data point as an outlier comparing it to the
other data points from the same stream as well as
comparing it to the other data points from different streams.
The outlier detection component releases the data point
once it decides the outlier-ness of the data point
asynchronously. Since the outlier detection based on data
points from the same stream was discussed earlier in
Section 2, in this section we focus our discussion only on
outlier detection based on data points from other data
streams.

3.2 Research Issues

The research issues for single data streams that we
identified earlier in Section 2.2 are also applied to multiple
data streams. Therefore in this section we discuss only the
additional research issues that exist due to multiple streams
specifically.

3.2.1 Cross-correlation

Multiple data streams produce multiple data points with
explicit or implicit timestamps. Some outlier detection
techniques assume that data points from multiple data
streams should be close to one another [23], [35], and a
data point is an outlier if it is far from other data points
from other streams at any point in time. This definition is
too restrictive because in many applications, such as
Chlorine monitoring and temperature in the same building,
data points from different streams are cross-correlated
although their values could be far from one another [51]. A
data point is considered to be an outlier if it violates the
expected cross-correlation (nonconformist to other values).
The temperatures from different cities from different states
could be very different from one another but they could be
related. In order to detect outliers, the outlier detection
technique should find the cross-correlation among the data
points from different data streams and compare them to the
data points based on their explored/expected cross-
correlations.

Research Issue 10- The outlier detection technique should
be capable of detecting outliers that are non-conformist to
the other data points with respect to their relationship with
other data points.
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3.2.2 Asynchronous Data Points

Data sources in a multiple data streams application may be
independent of one another; and thus they may generate
data points with different arrival rates. These data points
are asynchronous [50]. In order to detect whether a data
point is an outlier or not, the outlier detection technique has
to choose an appropriate temporal context not only for the
same stream but also for other streams. The data point with
a predefined temporal context can be compared with other
data points with the same temporal context in other streams
for outlier detection. Since data points do not arrive
synchronously, it is not only difficult to choose an
appropriate temporal context from all data streams, but
also, at a particular timestamp, some data points from some
data streams may be present while those from other data
streams may not, and thus might be considered as missing
data. To our best knowledge no existing outlier detection
technique is designed to tackle this kind of missing data.

Research Issue 11- The outlier-ness of a data point should
be decided as it arrives, minimizing the effect of missing
data due to asynchronous processing.

Furthermore, the asynchronous behavior of multiple data
streams hinders synchronous processing. Some outlier
detection schemes for data streams assume all data points
from multiple data streams to arrive together [35], [52] and
then process them together to detect an outlier. However, in
practical situations, it is difficult to achieve synchronization
for different data sources [53]. Moreover the processing of
a data point cannot be delayed and wait for other data
points from other data streams to arrive. Therefore the data
points from multiple data streams may need to be processed
and outliers may need to be detected asynchronously.
However, in that case it would be extremely difficult to
exploit the cross-correlations among the data points from
multiple streams. If an outlier detection technique ignores
the cross-correlations completely, it will fail to exploit the
advantage of having multiple data streams, and might
produce less accurate results.

Research Issue 12- The outlier detection technique should
have the capability of learning cross-correlation among
streams and detecting outliers based on the learned cross-
correlation asynchronously.

3.2.3 Dynamic Relationship

The cross-correlations among the data points from multiple
data streams may vary over time and this dynamic
relationship is due to two phenomena: (1) asynchronous
behavior and (2) concept drift. The data point from multiple
data streams have temporal correlations which may vary
with the varying time differences among the data points.
Imagine two temperature sensors are mounted in a close
proximity to detect temperatures. One sensor produces one
data point every 3 hours and another sensor produces one
data point every 5 hours. The time difference between the
most recent data points from the two sensors may vary
from 0 to 3 hours. In that case the temporal correlations
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among them also vary over time. However typical outlier
detection relies on comparing a data point to its cross-
correlated data points; if the relationship changes over time,
the cross-correlation among the data points from multiple
streams has to be monitored continuously.

Concept drift is the second driving factor for dynamic
relationship. If concept drifts occur independently in
multiple data streams, the correlations among the data
points from multiple streams vary as well. Thus the
relationships among the data points become dynamic.

Research Issue 13- An outlier detection technique for
multiple streams should continuously monitor their cross-
correlation and compare a data point with other cross-
correlated data points only to decide its outlier-ness.

3.24 Heterogeneous Schema

In a multiple data streams application, different data
streams might have different schemas [50]. Comparing
multiple data points with different schemas is a
complicated problem and the definition of outlier is even
vaguer in that case. By definition, a data point is an outlier
if it is a non-conformist compared to other data points, that
is, if it has a value considerably different from those of
other data points. However, if we consider a heterogeneous
set of data points where all data points have different
attributes, it becomes intrinsically difficult to identify
which data point is a non-conformist. Imagine two data
streams with one producing temperature and another
producing humidity of any location. The direct comparison
of temperature to humidity does not make sense and, hence,
neither of them can be detected as an outlier on the basis of
the other. Nonetheless, it is perceivable that temperature
and humidity might have a correlation between them and
the observed values of temperature and humidity might
violate the predefined or previously traced/predefined
correlation and, therefore, one of them is an outlier.
Although intuitively this kind of heterogeneous comparison
may produce meaningful outliers, it requires a new
definition of outliers unlike what we have seen before.

Research Issue 14- An outlier detection technique for
multiple data streams should be able to compare data
points with the same or different schemas in order to detect
outliers.

4. CONCLUSIONS

Data streams have received a great deal of attention in the
last decade and several attempts have been made to solve
the outlier detection problem for data streams. However
there exists no work that presents a comprehensive set of
research issues for detecting outliers in single stream and
multiple stream applications. In this paper, we have
identified and discussed those issues in depth.
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